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Abstract

In this survey, we revisit the complexity of the multiplexer function MUX, that is, the 2N — 2 lower
bound (Paul, 1975) and the 2N + O(v/N) upper bound (Klein & Patterson, 1980) providing two main

contributions.

e First, we refine known upper bounds by giving exact summation formulas for our recursive construc-
tions, not only eliminating the O(-) terms and making the counts fully explicit, but also providing
a clean and easy to analyze construction that helps provide better understanding on how MUX-
function works. At the same time, we also refine and modernize the proof of its known lower bound
under the DeMorgan basis (which was done in a slightly different basis in Paul’s work).

e Second, we examine the limits of the classical Gate Elimination method in this setting and identify
why even a small improvement over Paul’s lower bound would require insights beyond existing

techniques.
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1 Introduction

1.1 Background & Motivation

Understanding the circuit complexity of natural Boolean functions is a fundamental pursuit in theoretical
computer science for over five decades. Among existing techniques, Gate Elimination — a robust method
for proving circuit lower bounds by analyzing the effects of input substitution — has emerged as one of the
most tractable and intuitive methods for proving circuit lower bounds. In particular, current known lower
bounds in the DeMorgan, Us [Red73; Sch74; Zwi91; IM02; ILMRO02], and Bs [Sch74; Sto77; DK11; FGHK16;
LY22] basis were proven via Gate Elimination. However, despite its appeal and the long-standing interest,
progress in proving strong lower bounds remains limited. To date, no super-linear lower bounds are known
for general Boolean circuit classes over different bases, and breaching this barrier via Gate Elimination alone
remains elusive [Weg87].

One insight from lower bound proofs is that they often reveal partial structure about optimal circuits
computing the function itself. Thus, understanding the structure of optimal circuits is also a fundamental
and parallel goal. Unfortunately, even for seemingly simple functions, the space of structurally distinct but
functionally equivalent circuits is vast and not trivial to analyze [Sat81; BS84; Weg87].

In this survey, we aim to make this challenge more explicit by focusing on a canonical Boolean function,
the Multiplexer (MUX). Given its structure — selecting a bit from a list of data bits based on an address
encoded in binary — the MUX-function captures an essential form of computation: indirect addressing or
memory lookup. Despite its simple nature, proving tight lower and upper bounds for its circuit complexity
has remained a challenging open problem for decades. This makes MUX a prime candidate for advancing our
understanding of Boolean circuit complexity as well as a testbed for the Gate Elimination technique. To get
a better understanding of how MUX works, we also study another elementary Boolean function that we call
the Positional Decoder (DEC) which, on the binary encoded address, outputs a one-hot vector indicating the
position of the selected data bit in the list of all bits. These functions are not only fundamental in logic design
but also present rich structures worth analyzing. We hope our clarifies the limitations of current techniques
and motivates the search for stronger methods as well as further studies on optimal circuit structures.

1.2 Related Work

The Complexity for Multiplexer Function in Switching Circuits [LK21] Lozhkin and Khzmalyan
studied the complexity of the MUX-function in the setting of switching circuits, a model that measures
complexity by the number of binary switches rather than logic gates. They used the notion of noneliminable
variable sets to argue baseline lower bounds under substitutions. In particular, they derive combinatorial
constraints on cycles of data-input switches and bound how many data variables can appear with exactly
two switches, then propagate these bounds through a sequence of circuit simplifications under substitutions
to reach the global lower bound and achieved a tighter bound for MUX under the switching circuits setting
compared to known results in Boolean circuits setting.

On the Depth of a Multiplexer Function with a Small Number of Select Lines [Loz24]. Lozhkin
characterizes the depth complexity of the standard multiplexer function in the DeMorgan basis. For suffi-
ciently large n, it is shown that the minimum depth of any circuit computing MUX,, is exactly n + 2 using
techniques such as substitution on unstrikable variable sets. While depth is not the main focus in our work,
these results underscore the inherent rigidity of MUX- circuits supporting our motivation to study recursive
decompositions in the size model, where structure can be made more explicit.

Linear-Size Boolean Circuits for Multiselection [HR24]. Holmgren and Rothblum study the multi-
output variant of MUX, where instead of selecting a single data value, the circuit selects k of them based on a
set of selection indices. They show that multiselection can be implemented by Boolean circuits of slight bigger
than linear size in n, the total bit-length of the data and selectors, even when k is large. This is accomplished
via combinatorial routing networks and conditional move gadgets, bypassing the need for multiple sequential
MUX computations. Although their work targets a more general functionality, it provides further evidence
that modular designs rooted in MUX-like components can be size-efficient even in more expressive models.



1.3 Owur Contribution

This work revisits two fundamental functions in circuit complexity: the Multiplexer (MUX) and the Decoder
(DEC), focusing on studying their upper and lower bounds within the DeMorgan basis ({A, V, —}) where —-
gates are for free. We re-express known lower bound from the works of Paul [Pau75] which was done under
a different basis {A,®, -} (Theorem 13). We also recount the known upper-bound by Klein and Paterson
[KP80] while making certain implicit steps in their work fully explicit and accessible (Lemma 11).

Furthermore, to simplify analysis and avoid irregularities arising in generic even or odd input lengths,
we define and analyze restricted variants of these functions—Exponent Decoder (eDEC) and Exponent Mul-
tiplexer (eMUX) where the address length is always a power of two. This constraint enables recursive
constructions that are clean, easily analyzable, and asymptotically optimal while remaining representative
of the general case. In particular, we provided a fully formal and expanded version of the upper bound
construction from [KP80] by first analyzing the construction for eDEC (Theorem 5) and then lift that to
eMUX (Theorem 14).

Lastly, we highlight subtle difficulties in identifying optimal circuit structures even for small-input in-
stances in the family of eDEC-functions (Observation 9). These challenges demonstrate the inherent lim-
itations of classical techniques like Gate Elimination and suggest the need for stronger variants or even
alternative methods. By isolating and articulating these obstacles, this work contributes to a better under-
standing of the structural complexity underlying even basic Boolean functions.

1.4 Discussion & Next Steps

While this survey is a bit short of a new insights towards a tighter lower bound, it clarifies the structural
barriers and outline concrete pathways for progress. In particular, a tight bound for eMUX, remains elusive,
let alone MUX,,. Even a small, provable gap above 2N —2 would be significant, as it would demonstrate a new
technique capable of handling substructures that classical elimination leaves untouched. Whether through
combinatorial innovation, fusion-based covers, or solver-driven structure search, cracking this problem would
advance our toolkit for Boolean circuit lower bounds. Building on this foundation, two promising directions
emerge:

Applying other lower-bound frameworks. As surveyed by Wigderson [Wig93|, the Fusion Method
turns the computation into a static cover problem over a set of “fusing functionals.” By choosing functionals
tailored to the address/data separation in eMUX; (or more generally, MUX,,), it may be possible to prove
that small covers are impossible and thereby derive new bounds. Recently, Calavar and Oliveira recast
Fusion Method using a modern set-theoretic language that works for various settings including non-monotone
Boolean circuits [CO25|. They mention that reproving known circuit lower bounds via Gate Elimination,
or better yet improving these lower bounds, for non-monotone functions using their framework remains an
open problem.

Formalizing conjectures for solver-aided verification. Tools like Programming Z3 by Bjgrner, de
Moura, Nachmanson, and Wintersteiger [BMNW18] can symbolically explore all candidate circuits up to
a certain size, ruling out counterexamples and potentially suggesting new elimination patterns. Given the
combinatorial explosion of structurally distinct circuits, solver-aided search could be crucial for finding
patterns or tightening conjectures.

2 Preliminaries

2.1 Minterms, Disjunctive Normal Form (DNF) & Boolean Circuits

Throughout this paper, we use the notion of a minterm in the variables in X = {z1,s,...,2,} which is
the AND of each variable or its negation. For instance, when n = 4, x1 A zo A T3 A T4 is a minterm, and
it has value 1 exactly when x1xox3x4 = 1100. We observe the following useful fact that each input string
x € {0,1}™ corresponds to exactly one minterm in n variables or its negation. We say the disjunctive normal
form (DNF) of a Boolean function f : {0,1}"™ — {0,1} is the OR of the minterms of f.



We study general Boolean circuits over the DeMorgan basis B = {A,V,—,0,1} of Boolean functions:
binary A and V, unary — and zero-ary (constants) 1 and 0. Circuits take zero-ary variables in X =
{z1,29,...,2n} and Y = {y1,92,...Ym} for some fixed n and m as inputs. The standard formulation
of circuits consists of single-sink DAGs with nodes labeled by function symbols or variables and edges as
“wires” between the gates. We write Vo and F¢ to denote the set of nodes and the set of edges of a circuit
C respectively, omitting the subscript when it is clear which circuit is being referenced. Boolean circuits
compute Boolean functions through substitution followed by evaluation.

An assignment of input variables is a mapping from the set of inputs to {0,1}. To substitute into a
circuit according to an assignment, each input x; is replaced by the constant. To evaluate a circuit, the
values of interior nodes labeled by function symbols are computed in increasing topological order. For each
interior node labeled by a function, it’s value is obtained by applying it’s function to the value of the node’s
incoming wires. The output of the circuit overall is the value of its sink.

Let F,, be the family of Boolean functions on n variables. We say a circuit G on n variables computes
g € Fp if for all @ € {0,1}", G(a) = g(«). The size of a circuit G, denoted |G|, is the number of A and V
gates in the circuit, and C'C(g), the circuit complexity of a Boolean function g, is the minimum size of any
circuit computing g. Since only A and V gates contribute to circuit size, we refer to these gates as costly.
We say a circuit G computing ¢ is optimal if |G| = CC(g).

2.2 Positional Decoder & Multiplexer
Definition 1 (Multiplexer). We define the multiplexer MUX,, : {0,1}" x {0, 1}2n — {0,1} as follows. For
all (a,x) where a € {0,1}", 2 € {0,1}?", we have
MUX,.(a,x) = z(q)
where x(,) is the (a)-th bit of 2 (0-indexed) when a is interpreted as a base-2 number.

For example, if n =2, a = 01, and © = zoxz223 = 0101, then (a) = 1, thus MUX, (a,2) = 21 = 1.

Throughout this paper, we will address a1, ...a, as the address bits, and x1,...,x9n as the data bits.
To better understand the construction for MUX-circuits later, we define a binary-to-positional decoder as
follows

Definition 2 (Positional Decoder). A function DEC,, : {0,1}" — {0,1}?" is called a binary-to-positional
decoder if the following holds:
DEC,(a) = (selg(a), ..., selan_1(a))

where sel;(a) =1 iff i = (a)
Thus we can write the definition of MUX as a DNF using the output of DEC,, as follows

2m—1
MUX,,(a,z) = \/ seli(a) A x;
i=0

Using the example above, we have DECy(a) = (0, 1,0,0), and thus
MUXa(a,z) = (0Axo) V(1 AZ)V(0OAZ)V(0AZ3) =21 =1

For our results, we consider a restricted family of DEC and MUX where the length of input strings is
strictly a power of 2. Namely,

Definition 3 (Exponent Positional Decoder and Multiplexer). Let £ € N, we define the classes of functions
£
of Exponent Positional Decoders eDEC, : {0, 1}2(Z —{0,1}2" and Exponent Multiplexers eMUX : {0, 1}22 X
£
{0,1}2" = {0,1} as follows

eDEC(a) = (selg(a), ..., selye (a))
where sel;(a) =1 iff i = (a)
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eMUX(a,z) = \/ seli(a) A\ x;
i=0

Here, notice the subscript of ¢ used in the definition of Binary Positional Decoder and Multiplexer which
no longer indicates the number of input variables. Instead, it serves as an “index” for the function in this
particular family. So for example, eDECy is the first and “smallest” one in the eDEC-function family and it
corresponds to DEC; in the standard decoder family. Similarly, eDEC; is the second one in the family and
corresponds to DEC,, eDECy to DECy, and so on. The same logic applies for the eMUX-function family.

Finally, note that from the definitions, eDEC and eMUX (as well as DEC and MUX) must depend on all
of its input variables.

3 On (Exponent) Positional Decoder

In this section, we study the upper bound and lower bound for the Binary Positional Decoder (eDEC,). We
begin with recounting the previous work on the generic Decoder DEC,, for n € N in [KP80; SC98|. Then, we
present our upper bound and conjecture for the lower bound for eDEC, where, as a reminder, input lengths
are only powers of 2.

3.1 Previous Work on DEC

To begin with, we will look at a naive construction for a circuit computing DEC,,. Observe that for n address
bits, there are 2" = N possible minterms, and each minterm corresponds to exactly one output of DEC,,.
Thus, our circuit construction is to simply compute all possible minterms composed by the address bits
ai,...,a,. To construct a minterm, we need n — 1 =log N — 1 A-gates. Therefore, this construction yields
an upper bound CC(DEC,,) < (log N — 1)N which is O(N log N) costly gates.

However, observe that we can achieve a better upper-bound by constructing the circuit for DEC,, re-
cursively. Namely, we notice that by definition, minterms have a recursive property, i.e. a minterm on n
variables is an AND of 2 smaller minterms, one is on half of the variables, and the other one is on the
other half of the variables. That said, a better way to construct a DEC,-circuit is to use two subcircuits,
DEC|,,/2)-circuit and DEC,, /o7-circuit, and combine every minterm generated by the first DEC|,, /5 -circuit
with every minterm generated by the second DECy,, /51-circuit with A-gates. We present Figure 1 regarding
this construction in our upper bound proof in Section 3.2.1 below. Thus, this construction yields a circuit
complexity that is at most twice the complexity of DEC,, /o-circuit plus N A-gates that are used to combine
the minterms of the two DEC-subcircuits.

Lemma 4 ([KP80; SC98]). CC(DEC,) < N+CC(DEC|,,2/)+CC(DECy,,/21) = N+O(VN), where N = 2"

Notice that each output entry of DEC,, corresponds to exactly one minterm the variables {a1, as, ..., a,}.
Each minterm computes a distinct non-constant function which requires at least one costly gate to compute,
and there are 2™ possible minterms. Thus, an obvious lower bound for the circuit complexity of DEC,, is
CC(DEC,) > N [SC98|. However, this lower bound only gives us information regarding the output layer
on the top of the circuit as n gets large which leaves rooms for improvement if one can witness a restriction
that is guaranteed to eliminate gates in the intermediate levels of the circuit.

3.2 On the upper bound and lower bound of eDEC

In this section, we present an upper bound and a lower bound for eDEC that are nearly tight to one another.
We note that our construction for the upper bound is based on that of [KP80; SC98|, but we provide an
exact count of gates for the case of eDEC. Then, we show the optimal structure of circuits computing eDEC,,
for any ¢ € N.



3.2.1 Upper Bound
Theorem 5. Let £ € N and N = 22°, then CC(eDEC;) < N + S(N) where S(N) = S \o8los N1 gi . N1/2!

Proof. Let r = s = % = 271 then for some a = bo ¢, where b € {0,1}", ¢ € {0,1}*, and i = 0,...,2" — 1,
7 =0,...2° =1, we have
selioryj(a) = seljoryj(boc) = sel;(b) A sel;(c)

which implies the following equation computing eDEC, defined in Definition 3
eDECy(a) = eDECy(bo c) = (sel;(b) A selp(c), ..., sel;(b) A selyi_1(c) fori=0,...,2" —1)

In words, for every ¢ = 0,...,2° — 1, we compute sel;(b) A sel;(c) for every j = 0,...,2" — 1, so sely(a)
corresponds to sel;(b) A sel;(c) where (i, j) = (0,0), and sel;(a) corresponds to the term where (4, j) = (0,1),
and so on.

We observe the following recursive construction for D, based on the equation above. In particular, let
Dy be the circuit computing eDECy, then the construction of Dy uses two D,_; sub-circuits and the output
of Dy are given by connecting the outputs of the two D,_; in the following manner: for each output of one
Dy_1, we connect it to each output of the other D, ; using an A-gate which requires a total of N A-gates.
Thus, we obtain

CC(eDECy) <2-CC(eDECy_1) + N

We can repeat this process to construct D,_; using two sub-circuits Dy_5, and so on which suggests a
recurrence for the construction of eDEC,-circuits. In particular, observe that the base case of the recursive
construction is when ¢ = 0 which is a simple decoder that has 22" = 2 outputs. This decoder requires
zero costly gate since we have only two possible minterms, i.e. either the variable itself or its negation, so
CC(eDECp) = 0. Thus, we can express the upper-bound of C'C(eDEC,) via the following recurrence with

N=2" — VN = 22'/2 = 92! (meaning decreasing ¢ by 1 accounts for taking the square root on the

number of outputs)
0 ifN=2
T(N)=<"
(V) {2-T(N1/2)+N, if N> 2

Now, we compute the number of steps to reach the base case. Let this number be k, then we have

1= QL = 2F =log N = k = loglog N. Next, we unroll the recurrence for k steps.

T(N)=2-T(NY?)+ N =22 -T(NY*) + NY/?) + N
=4-T(N1/4) +2.NV2 L N
=8-T(NY®) 4+4.NY* 4 2. N2 N

k—1
=2F.T(2)+) 2. NV*
1=0
loglog N—1 )
=logN-0+N+ Y  20.NVZ
=1
loglog N—1 )
=N+ > 2.NY*

i=1
Setting S(N) = Y188 V=1 9i . N1/2' e have CC(eDEC,) < N + S(N) as desired. O

Remark 6. Our upper bound for eDEC, is consistent with the lower bound of DEC,, in Lemma 4. In
particular, the first term in S(N), 2 - N2 dominates the others, and thus, we believe one can show that
S(N) = O(V'N). Furthermore, a useful thing to try is to derive the exact count for the general case of DEC,
where n is even or odd, each may differ by a few gates, but should be in O(v/N) still.
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Figure 1: The figure shows the consltruction of DECy that uses two DECy subcircuits. The total complexity
of this construction is 16 + 2 - 161/2° = 16 + 8 = 24 costly gates. For readability, we simplify the negations
of the input variables by treating each negation as its own input node.

3.2.2 Conjecture on the Lower Bound and Optimal Circuit Structure

Now, we study the lower bound of eDEC. Notice that just like DEC,,, we have CC(eDEC;) > N where
N = 22", However, this lower bound eludes the potential costly gates internally which leaves room for
improvement. We conjecture that the upper bound is tight, and better yet, the circuit construction in
Theorem 5 is optimal. In particular, we believe the following statement holds

Conjecture 7. Any optimal circuit computing eDECy requires 2 subcircuits computing eDEC; .

To achieve this, we believe it is crucial to characterize the optimal circuits computing eDEC;y (i.e. £ =1)
and generalize the pattern for any ¢ > 2 using Gate Elimination. In particular, the recursive decomposition
from the upper bound construction indicates that each minterm for eDEC, can be expressed as an AND
between minterms from two independent eDEC; instances (one for the first half and one for the second half
of address bits). Then, suppose there exists an optimal eDECs-circuit without two distinct eDECy subcircuits
clearly computing separate halves. Then, one might be able to argue that minterm computation would have
redundant computations that might not optimally share intermediate results. This might involve ezplicitly
enumerating all possible cases and gate counts for any deviation from the conjectured pattern of using two
explicit eDEC;-subcircuits, and then show via a detailed gate-count analysis (i.e. counting how many gates
are unnecessarily duplicated) that such a structure cannot be optimal. Finally, one can then generalize via
an inductive argument to obtain.

Conjecture 8. For any ¢ > 2, optimal circuits computing eDEC, requires 2 subcircuits computing eDECy_;.

However, we notice the case £ = 1, characterizing the optimal circuits computing eDEC; in our setting
can yield multiple “shapes”. In paricular,

1
Observation 9. Let eDEC; : {0,1}2 — {0,1}2" be the binary positional decoder for 2 address bits ag, ay.
Then, any optimal circuit C computing eDECy satisfies:

1. CC(eDECy) = |C| = 4,



2. Each costly gate corresponds to uniquely one minterm in {agai, apay, Goay, Goay }
3. There is one address bit that is read at least 3 times, and all address bits must be read at least twice.

Proof. Let C be an optimal circuit computing eDECy. To prove statement (1), we show |C| < 4 and |C| > 4.
Apply Lemma 5 for one iteration of the recurrence with £ = 2, we obtain |C| < 4. We now show |C] > 4. To
this end, note that the functions computing the minterms are disjoint, and each requires at least one costly
gate to compute. In other words, a single costly gate cannot be the output gate of more than one minterm,
ensuring no sharing of costly gates among the outputs. This also implies statement (2). For statement (3),
we first argue that all address bits must be read at least twice. Assume otherwise, then there exists an
assignment that disconnects a; from the circuit via a fixing rule on its costly successor which contradicts the
definition of eDEC which depends on all input variables.

Now, to prove that there exists one address bit that must be read at least 3 times, we first show the
following claim regarding the input of each costly gate

Claim 10. Fach costly gate in C must read at least one input variable or its negation.

Proof. Assume towards contradiction that a costly gate g; reads the outputs of two other costly gate g; and
gr- Note that g; # gi as otherwise, we have g; = g; or g; becomes a constant, and in whichever case, we can
simplify g; contradicting the optimality of C.

Note that there exists an assignment «, 8 such that g;(a) = gx(a) = 0 and g¢,(8) = gx(8) = 0 which
results in g;(a) = ¢;(8) = 0 regardless of g;’s gate-type. Indeed, since each of the 4 costly gates must
correspond to a distinct minterm, a witness of such assignments «, 8 are two that make g; and the last costly
gate evaluates to 1 respectively. However, g;(«) = 1 in this case and thus g;(a) # g;(8), a contradiction. [

At this point, we know that each of the 4 costly gates must read at least a literal or its negation as one
of its inputs. Now, since C' is finite, there exists at least one (bottom) costly gate that reads both input
variables as its inputs. Since each costly gate has fan-in 2, then there are at least 2+ 14 1+ 1 = 5 literals
that is read, and thus by the pigeonhole principle, one of the input variables must be read at least 3 times
as desired. O

Some optimal shapes of C' that satisfy the 3 conditions above are shown in Figure 2 below.

apai apay apar apay

apl1  apay aoar ot o

apay

(a) Both inputs are read 4 (b) ap are read 4 times and a1 (c) Both inputs are read 3 (d) ag are read 3 times and a3
times, each is read negatively are read only twice times positively are read only twice
2 times and positively 2 times

Figure 2: Different shapes of optimal eDEC; circuits. For readability, we simplify the negation on the input
variables and treat each negation like a separate input.

Having multiple “shapes” for eDEC; yields certain difficulties for proving our conjectures via Gate Elim-
ination alone.



e The observation above shows that optimal circuits computing eDEC; does not necessarily have the
“nice” output layer composed of A-gates. Thus, it is unclear to us whether this only happens for eDEC;
or not which makes it difficult to enumerate all possible cases for Gate Elimination argument.

e We had hoped that eDEC; circuits compute each minterm independently (i.e. no minterm can be used
to compute other minterms in the output) which can be a useful “pattern” for generalizing how the
structure of the circuits for cases of £ > 2 should look like, but it is unfortunately not the case as in
Figure 2b, 2c, and 2d.

e It seems reasonable to us that eDEC; for £ > 2 also contain the same issue, and thus, it is unclear
whether the optimal way to compute eDEC; in this case is to have to compute each “half-minterm”
and AND-ing them together just by using Gate Elimination.

4 On (Exponent) Multiplexer

4.1 Previous work on MUX,,

In this section, we aim to recount the elementary lower bound by Paul [Pau75] and upper bound [KP80]
by Klein and Paterson for MUX,, which motivates our line of work. We present a detailed and refined
presentation for both proofs of the upper bound and lower bound respectively.

4.1.1 Upper Bound

We begin with establishing an upper bound for MUX,,, and we start with the naive circuit construction. In
particular, the construction follows from the alternative definition of MUX,, via Definition 2 of DEC,,. As a

reminder,
271

MUX,, (a,z) = \/ seli(a) A x;
=0

In particular, it uses a total of N — 1 V-gates and N A-gates, where N = 2" (see Figure 3). Thus,
CC(MUX,,) < 2N — 1+ CC(DEC,) < 3N 4+ O(v/N).

zo
selp -/\
1
LA

a | x2 — )
] A
DEC,,

MUX,, (a, )

An—1
Ton _o

selagn _o -
Ton _q

e N
selan g

upper-bound construction of DEC,, N parallel ANDs N —1 ORs

Figure 3: Naive MUX,,-circuit construction (on input address bits ag, . .., a,—1 and data bits xg, ..., Zan_1).
The decoder DEC,, (on inputs ag, . .., a,—1) emits a one-hot vector (sely, sely, ..., selan_1). Each x; and sel;
are fed into an AND-gate, and the results are combined by an OR-circuit to produce the final output.

The “overhead” of this construction is upper bounded by 2N — 1, but it turns out that we can also apply
a recursive construction for MUX,, to obtain a better upper bound for the overhead. A better construction
proposed by Klein and Paterson [KP80] takes advantage of the downward self-reducibility of MUX. In
particular, the “overhead” of N costly gates can be reduced by using two smaller decoders in sequence,
selecting part of the address with respect to different blocks of arguments in turn (see Figure [REF]).
Namely, we have the following upper bound



Lemma 11 ([KP80]). CC(MUX,,) < 2N + O(v/N), where N = 2"

Proof. Let r = [§], s =[], and let D,, D, denote the circuits computing DEC,., DEC respectively. We

have the following sequence of equations that uses D, and Dy in sequence.

2r—12°—1
MUX,, (a,z) = MUX,(boc,z) = \/ \/ (seli(b) A selj(c) A xiaryj)
i=0 j=0
271 2°—1
= \/ sel;(b) A \/ (selj(c) A mioryj)
=0 §=0
2°—1
= MUX, [ b, [ \/ (selj(c) Amigry;) , fori=0,---,2" —1
3=0

The circuit construction in this case is as follows (which is suggested by the middle equation): we first
use D to select the appropriate j given by its binary presentation c. Then, for this “fixed” j, the term
sel;(c) A x;.9r1; can “filter out” the input indices that do not correspond to j. In other words, at this stage,
we are asking the question: for all possible prefixes b € {0,1}", what is the only correct suffix ¢? Thus, the
output of this stage is the remaining 2l"/2! data variables z’s whose suffix of the its index in binary is the
string c¢. That said, we can ignore the inputs that do not meet this condition and proceed with selecting the
other half b. Finally, we use D,. to select the other half b and the expression b+ 2" - ¢ yields the correct index.
Thus, we obtain a recursive computation of MUX,, in terms of MUX,. as suggested by the last equation.
We will now analyze the circuit complexity of this construction. In particular,

e the first stage of selecting the suffix ¢ for the data bit’s index in binary requires 2" - 2% = 2™ A-gates
and 2"(2° — 1) = 2" — 2" V-gates. Specifically, there are 2" possible prefixes b € {0,1}", and for each b,
we use 2° A-gates and 2° — 1 V-gates to select the correct c. Taking the complexity of Dy into account
(i.e. CC(DEC;)), the total number of gates used in this stage is

CC(DEC,) +2-2" — 2"

e the second stage of selecting the prefix b for the data bit’s index in binary, given a “fixed” suffix ¢
requires 2" A-gates and 2" — 1 V-gates. Taking the complexity of D, into account (i.e. CC(DEC,)),
the total number of gates used in this stage is

CC(DEC,) +2-2" -1
Note that the construction of this stage is exactly like the naive approach but for MUX,..

Therefore, by Lemma 4 and substituting N = 2™ and » = |n/2], s = [n/2], the total complexity of this
construction is upper bounded by

CC(MUX,) < CC(DEC,) + CC(DEC,) +2-2" +2" — 1 = 2N + O(VN)

10



{zgns2 ,} ——— MUX,, /5
selg(c) Ton/2
N : V
{"1;071/2— 17 . ¥
¢ — (a=boc)
R — VAN — MUX(a, z)
DEC,, /> sely (c)
sela (c) I
Cn/2—1 —oI
{bi]i=0,1,
{zns2,}
501211/2 1 (c) Naive MUX,, /o construction
upper-bound construction of DEC,, /5 VN parallel AND-blocks VN parallel OR-trees

each has parallel vV N AND-gates each tree has VN — 1 OR-gates

Figure 4: One-level expansion of MUX,,. The construction of MUX,, />-circuit on the right side follows the
naive construction as in Figure 3.

The same analysis can be used to show an upper bound for eMUX, with an exact count rather than bigO.
In particular, apply the upper bound in Theorem 5 for eDEC,_; , we obtain

CC(eMUXy) < 2N + VN —1+2-CC(eDEC,_,)
=2N + VN -1+ 2(VN + S(VN))

loglog VN —1 )
=2N +3VN+2-S(VN) -1, where SWN)= > 2. (VN)'/*

i=1

which is consistent with [KP80|. However, Klein and Patterson pointed out that the analysis of Lemma 11
suggests a recursive construction which can give further improvement to the O(v/N) term, and in particular,
decrease the coefficient of the term v N for eMUX, which we show in Section 4.2.1.

4.1.2 Lower Bound

In this section we will recount Paul’s lower bound for the multiplexing function (MUX) [Pau75]. We note
that Paul’s basis was {A,®, —} (with free —-gates and costly A, @-gates) which is different from our basis.
Still, the core ideas for the argument remain the same, an argument via Gate Elimination. Here, we simply
provide our refined presentation of Paul’s lower bound that aligns with our basis.

To this end, let us first quickly recall the main idea behind gate elimination: we take a circuit, substitute
a subset of inputs with constants, and then eliminate gates according to a set of basic simplification rules.
This is illustrated in the following example.

We categorize most of the rules into four categories below.

OANy—0 1Ay =7 YAy —=0 YAy =y
YN0 —=0 YAL =y YAy —=0
1vy—1 OVy—vy YV -y —1 YVy =7y
yVv1—=1 YVO—=y yVy—=1

-0—1 >y
-1—=0

(fixing) (passing) (resolving) (pruning)

11



Now, we define the set of i index selector functions as follows

Definition 12. Let f : {0,1}" x {0,1}?" be a Boolean function with two distinguished sets of input vari-
ables: aq,...a, the set of address bits and x1,...xon_1 be the set of data bits.

We define A(f) = {a € {0,1}" : fl,—, = T(a)} to be the set of selectable addresses of f.

We define S;, the set of ¢ index selector functions, as:

Si={f {0, 1}" x {0, 1}*" — {0,1} : |A(f)| = i}

In words, the set .S; contains Boolean functions f on (n + 2™) input variables such that there are at least
i addresses a satisfying f(a,z) = x(,). Thus, it is easy to see that when i = 2", we have f = MUX,,. With
this observation, we obtain the following lower bound on MUX.

Theorem 13. For the DeMorgan basis {A\,V,—} where —-gates are for free, and for all f € S;, we have
CC(f) > 2i — 2. Furthermore, CC(MUX,,) > 2N — 2 where N = 2".

Proof. Let C be an optimal circuit for some f; € S; (as in Definition 12) with ¢ > 1, we proceed with proving
the lower-bound by induction on 7. The base case ¢ = 1 is vacuous as 2-1 —2 = 0 and the circuit complexity
of all functions is non-negative.

For i = 2, we wish to show that CC(f2) > 2-2 — 2 = 2 for some f € S3. By Definition 12, there are
two selectable addresses ay, as. By definition, fs is a Boolean function such that there exists at least two
addresses a1, ap € {0,1}¢ such that fo(aq,z) = T(ay) and fa(ag, ) = T(4,). Since a1 and ay corresponds to
two different data bits, we need at least one A-gate to select the appropriate appropriate data bit and one
V-gate to combine the results of the selection (either one of them). Thus, CC(f2) > 2.

For some ¢ = k > 1, assume that CC(f) > 2k — 2 for any f € Si. Fix fi41 € Sk+1, we will show
that CC(fx+1) > 2(k 4+ 1) — 2. To this end, let C' be an optimal circuit computing fr+1. By definition
of Sky1 we know |A(fr41)| > k + 1. Consider any o € A and it’s corresponding input x(,). We analyze
the following cases on the fan-out of x(,) and argue the desired lower-bound for |C| on all cases. First,
we note that fanout(z(,)) cannot be 0. Assume towards contradiction that fanout(z(,)) = 0. Since fii1
depends on x(4) then () must be the output of the circuit (i.e. fry1 = 2(q) regardless of the value of a).
Since k > 1, |A(fr+1)| > 2 and thus there exists an o’ € A that is distinct from A. However by definition,
Jr41lazar = T(ar) Z Z(a), a contradiction. We now analyze the remaining cases.

e Case 1: fanout(z(y)) > 1. In other words, x(4) is feeds into at least two other costly gates in C. Fix
b € {0,1} and consider C’, the circuit obtained by moving any wires originating from z(,) in C' to the
constant b and then performing standard gate elimination. We note that [C’| < |C| — 2 since x(,) had
at least two costly neighbors which would have been eliminated after our constant substitution.

Let f" : {0,1}¢ x {0,1}¥ be the function C’ computes. Observe that A(f’) = A(f) \ {a}. By
the inductive hypothesis, 28 — 2 < CC(f') < |C'| < |C] =2 < CO(fr+1) — 2. Rearranging yields
CO(for1) > 2k —2+2=2(k+1)—2.

e Case 2: fanout(x(,)) = 1. This means that (—)x (4 is fed into exactly one costly gate in C. Let us call
this costly gate g. We first show that it is not the output of the circuit. If it were, notice that there is
some constant we can substitute in for z(,/) that would eliminate g via a fixing rule and leaving the
circuit constant. In other words, there exists a constant b € {0, 1} such that fri1[, (y=b is degenerate

with respect to all z(4/) for any o’ # o and a # o'. However, since |A(fx41)| > 2, there is at least one

other o such that fi41 lazar (ay=b = T(ar) 7 b.

Therefore, g is not the output gate and thus (—)g feeds another costly gate h € {A,V}. Substituting
the constant for () which eliminates g via a fixing rule will then also eliminate h as well. Thus, we
obtain CC(fr4+1) = |C| > 2(k + 1) — 2 via the same argument as in case 2.

Since CO(fry1) > 2-2F+1 —2 for both cases, the statement is true by the principle of mathematical induction.
Set i = 2" = N, we obtain CC(MUX,,) > 2N — 2. O
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4.2 On The Upper Bound and Lower Bound of eMUX

In this section, we establish a tighter upper bound for eMUX, on top of Klein and Patterson’s construction,
and then propose our conjecture on the lower bound and explain some difficulties proving it using Gate
Elimination alone. We begin with the upper bound.

4.2.1 Upper Bound

The analysis in Lemma 11 suggests a recursive construction for the circuit which can yield an improvement
for the 3v/N term. In particular, we notice that we can split the string b into two halves and continue
“filtering” the remaining variables and repeat the process. With this observation, we establish the following
upper bound for eMUX,.

Theorem 14. Let { € N, CC(eMUX;) < 2N +S(N)+3, where N = 22, and S(N) = Y18 /8 N =1 9i. Ny1/2!

Proof. Let r = s = 2°/2. We apply one more iteration of the recursive construction and observe the
improvement. In particular, we expand the expression for eMUX, similar to Lemma 11 further by splitting
b into by and ¢; where each has length r/2 = 25/4, then use two subcircuits computing eDEC,_5, one to fix
c1 and the other to process by accordingly.

eMUX(a,x) = eMUX,(b1 0 ¢ 0 ¢g, x)
27/2_127/2_125_1

\/ \/ \/ (seli(by) A selj(cr) A selj(co) N Tyorijor/2 i)

i=0  j=0 k=0

2m/2 1 2r/2_1 251
\/ seli(by) A \/ (selj (c1) A < \/ (selk(co) A a:i,2r+j,2r/z+k)>>

i=0 §=0 k=0

2r/2_1 251
=eMUXy_2 | b1, \/ (selj(cl) A ( \/ (selp(co) N Tjgryjorizyy) , fori=0,..., or/2 _ 1))

j=0 k=0
We will now analyze the circuit complexity of this construction. In particular,

e The first stage of fixing ¢y is the same as the analysis in Lemma 11 which requires
CC(eDEC, ) +2-2% —22/?

e The second stage of selecting the ¢;-part for the index requires 2¢/2 A-gates and 27"/2(2’"/2 —1) V-gates
since this stage goes through all 2¢/2 indices to select the ¢;-part and combine. Taking C'C (eDECy_»)
into account, the total number of gates used in this stage is

CC(eDEC,_o) + 227% + 227" (22" _1) = CC(eDEC,_») + 2. 22" — 22"
e The third stage of selecting the bi-part for the index, given fixed ¢, ¢;-parts requires 2¢/4 A-gates and

2t/4 _ 1 v-gates. Taking the complexity CC(eDEC;_3), the total number of gates used in this stage is

ot /4

CC(eDEC,_5) +2-22"" —1

Substituting N = 22 and apply Theorem 5 for CC(eDECy_;) and CC(eDECy_5), we obtain

CC(eMUX,) < CC(eDEC,_1) +2-2% — 227" 4 CC(eDEC,_s) +2- 22" — 22" 1 CC(eDEC,_p) +2- 22" —1

=2.22 4+ 927 41 22" L 0C(eDEC, 1) + 2 CC(eDEC,_5) — 1
< 2N + NY2 4 NV4 L N2 L S(NV2) 4 oaNY4 4 2. S(NV4) — 1
=2N +2NY2 4 3NV L S(NV?) 2. S(NV4) —1

13



where S(M) = ZiogllogM Loi . MY/2' . We can repeat the process for £ = loglog N times and express the

upper bound of CC(eM UXg) as the following recurrence

3 if N=2
T(N)=1
(V) {T(NW) +2N +S(NV?), if N >2

For the base case N = 2 (i.e. £ =0), we have eMUX which is equivalent to multiplexing 2 data bits zq, z1.
We can construct the circuit by using a eDECq-circuit which requires zero costly gate because it is simply
the input variable itself (ag) or its negation (ag). Then, we construct ag A g, ag A 1 and combine their
results with an V-gate which yields a total of 3 costly gates.

hs

o ag T

Figure 5: A circuit computing eMUXq

Justification for the case of N > 2 is based on the analysis of performing one recursive step as in Lemma
11 as shown below

CC(eMUX,) < CC(eDEC,_1) + (2N — VN) +CC(eMUX;_1)

selecting data bits based on an address slice stage

< VN + S(VN) +(2N — VN) + CC(eMUX,_1)
— —
apply Theorem 5 for CC(eDECy_1) T(N1/2)

= 2N 4+ S(NY?) + T(N/?) = T(N)
Now we unroll the recurrence for loglog N steps (until the data bits domain shrink to the base case)
T(N) =T(NY?) + 2N + S(N'/?)
= T(NY4) £ 2NV2 £ S(NV4) 4+ 2N + S(N'/?)
= T(NY®) 4 aNV4 L S(NV/B) 4 2aNV2 4+ S(NV4) 4 2N + S(N/?)

loglog N—1 ) )
:T(2)+ Z (2N1/2’l +S(N1/21+1))
=0
loglog N—1 )
=3+ > (@NY¥ SNV
=0

i+1

)

Note that we can simplify the expression further by simplifying Zlog s N=LoN1/2' L §(NV/27H)). In
particular, for each i, we expand S(NV/2™"") = Z;OgllogN =2 9i NY/2 | For readability, set L = loglog N,

then, we have
L—1 L—1L—i—2

S s < S TS

1=0 =0 j=1

14



The index of the inner sum runs up to L — 1 — 2 because by definition S(M) = Ziozgllog M=1oi. M1/2" | then
for M = NY/2"" we have loglogM — 1 =L —(i+1)—1=L—i—2.
Re-index the double sum with w =44 j + 1, then since j > 1, we have u — 1 —i > 1 <= i< u— 2.

Thus
b
L—1L—i—2 L—1u—2

Z Z 2jN1/2i+1ﬂ' _ Z Z gu—i—1pr1/2*

i=0 j=1 u=1 i=0

Rename the index of the single sum with « and factor out the first term of the sum, we have

L—1 _ L—1
D> 2NV =2N 4+ ) 2N
: u=1
Putting everything together, we have
L—1L—i—2 . L—lu—2
PICEED D S R0 YLD B S
=1 =1 u=1 1=0

=2N + z_: <2 + z_: 2““) N1/
u=1 1=0

Finally, we evaluate 2 4+ Y ;" 2 gu=i=1 t, determine the coefficient of N1/2". To this end, re-index the sum
with k =u —1i — 1and51ncez—0,1,...7 —2, we have k =u—1,u—2,...,1. In other words,

: E 2(2v71 — 1
2+ Z Qu=i=l — 94 Z o2k =924 % = 2" (apply geometric series formula)

Thus, substitute L = loglog N and S(N) = ZlfgllogN 19i. N/2' we obtain the desired upper bound

loglog N—1
T(N)=3+2N+ >  2"NY* =2N+S(N)+3

u=1
O

If we unroll the first few terms in the sum S(N), we get 2N +2v/N+O(+/N) which is a slight improvement
over Lemma 11 which is 2N + 3v/N + O(W)

Remark 15. We think it can be beneficial for gaining a better understanding on how MUX,, works for general
cases where n is either even or odd by getting an exact count of the upper bound for those cases. We think
each may differ by a few gates, but the general form of the upper bound should still be 2N + 2v/N + O({I/N)

4.2.2 Conjecture on the Lower Bound and the Optimal Circuit Structure

It is obvious that Paul’s 2V — 2 lower bound for MUX,, also holds for eMUX,. However, we conjecture that
the lower bound can be made tighter and even close to the upper bound in Theorem 14. In particular, Paul’s
technique also leaves room for improvement as they only targeted the restrictions on the data bits z’s in
the argument, and no restriction on the address bits a’s. Still, one sticky point with the approach of gate
elimination via restricting the address bits is that it is not obvious whether any address bit a; shares a costly
gate with a data bit x;.

Thus, we believe that one possible step to get around this is to show that an optimal eMUX-circuit
requires an embedded optimal eDEC-circuit. If it is true, then restrictions on address bits could wipe out
more than two costly gates

Conjecture 16. Let £ € N, then CC(eMUX;) > 2N + O(V/'N).
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One could also try showing the recursive construction of eMUX in Theorem 14 is optimal. But obviously,
proving that every optimal circuit has to be structured this way is non-trivial as it is something that standard
Gate Elimination does not capture very well. Gaining even a slight improvement over 2N —2 without digging
too deep into structural characterization would be a meaningful contribution, because it would require new
insights beyond Paul’s method. In particular, we can gain an improvement by showing that certain number
of address bits and data bits cannot be too “close” to one another in the circuit, i.e. they cannot share costly
gates or at least not too many, which one can exploit and argue, for the very least, a larger-than-2 constant
number of gates are eliminated.
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